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ABSTRACT

This paper tries to reconcile the tension between physical
model and protocol model that have been used to charac-
terize interference relationship in a multi-hop wireless net-
work. The physical model (a.k.a. SINR model) is widely
considered as a reference model for physical layer behavior
but its application in multi-hop wireless networks is limited
by its complexity. On the other hand, the protocol model
(a.k.a. unified disk graph model) is simple but there have
been doubts on its validity. This paper explores the follow-
ing fundamental question: How to correctly use the protocol
interference model? We show that in general, solutions ob-
tained under the protocol model may be infeasible in prac-
tice and thus, results based on blind use of protocol model
can be misleading. We propose a novel concept called “re-
ality check” and present a method of using protocol model
with reality check for wireless networks. Subsequently, we
show that by appropriate setting of the interference range
in the protocol model, it is possible to narrow the solution
gap between the two models. Our simulation results confirm
that this gap is indeed small (or even negligible). Thus, our
methodology of joint reality check and interference range
setting retains the protocol model as a viable approach to
analyze multi-hop wireless networks.
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1. INTRODUCTION

There are two widely used models to characterize interfer-
ence relationship in a wireless network, namely, the physical
model and the protocol model. The physical model, also
known as the SINR model, is based on practical transceiver
designs of communication systems that treat interference as
noise. Under the physical model, a transmission is successful
if and only if signal-to-interference-and-noise-ratio (SINR)
at the intended receiver exceeds a threshold so that the
transmitted signal can be decoded with an acceptable bit
error probability. Further, capacity calculation is based on
SINR (via Shannon’s formula), which takes into account in-
terference due to simultaneous transmissions by other nodes.
In wireless communications, such interference model is con-
sidered as a reference model since there exist practical cod-
ing schemes to approach its solution in real systems.

However, the difficulty associated with the physical model
is its computational complexity in obtaining a solution, par-
ticularly when it involves cross-layer optimization in a multi-
hop network environment. This is because SINR calculation
is a non-convex function with respect to the transmission
powers. As a result, a solution to cross-layer optimization
using the physical model is difficult to develop and its com-
putational complexity is likely very high for large-sized net-
works. Consequently, most of the current approaches to
cross-layer optimization employing the physical layer model
follow a simplified layer-by-layer (or “layer-decoupled”) ap-
proach and thus yield sub-optimal solutions (e.g., [5, 8, 10])
or instead, focus on providing asymptotic lower and upper
bounds (e.g., [13, 14, 18]).

To circumvent the complexity issue associated with phys-
ical model, the so-called protocol model [13], also known
as unified disk graph model, has been widely used by re-
searchers in wireless networking community as a way to
simplify the mathematical characterization of physical layer.
Under the protocol model, a successful transmission occurs
when a node falls inside the transmission range of its in-
tended transmitter and falls outside the interference ranges
of other non-intended transmitters. The setting of transmis-
sion range is based on a signal-to-noise-ratio (SNR) thresh-
old. The setting of interference range is rather heuristic
and remains an open problem. Under the protocol model,
the impact of interference from a transmitting node is bi-
nary and is solely determined by whether or not a receiver
falls within the interference range of this transmitting node.
That is, if a node falls in the interference range of a non-
intended transmitter, then this node is considered to be in-
terfered and thus cannot receive correctly from its intended



transmitter; otherwise, the interference is assumed to be
negligible. Due to such simplification, the protocol model
has been widely used in developing algorithms and proto-
cols in wireless networks (e.g. [2, 4, 16, 17, 20, 23, 24, 25])
and can be easily applied to analyze large-sized wireless net-
works.

The controversy surrounding (or arguments against) the
protocol model is that a binary decision of whether or not
interference exists (based on interference range) does not
accurately capture physical layer characteristics. For the
case when a node falls in the interference range of a non-
intended transmitter, the protocol model assumes that this
node cannot receive correctly from its intended transmitter
(due to interference). But this is overly conservative, based
on capacity formula, as there could still be some capacity
even with interference. On the other hand, for the case
when a node falls outside the interference range of each non-
intended transmitter, protocol model assumes that there is
no interference. But this is somewhat optimistic as small
interference from different transmitters can aggregate and
may not be negligible in capacity calculation. As a result,
there have been some serious doubts in the research com-
munity on the correctness of protocol interference model for
wireless networks.

The goal of this paper is to reconcile the tension between
physical model and protocol model by answering the follow-
ing fundamental question: How to correctly use the protocol
interference model? The answer to this question is impor-
tant for current and future investigations on multi-hop wire-
less networks.

It is worth pointing out that in the physical model, in-
terference is treated as noise. Information-theoretic study
has shown that if the interference information is exploited
wisely (e.g., successive decoding [1], superposition coding
[3, 7], dirty paper coding [6]), a larger capacity region can
be achieved. However, practical implementations of these
techniques for multi-hop wireless networks remain to be de-
veloped due to the following issues. (1) These techniques,
although theoretically attractive, are hard to implement for
real systems due to extremely high hardware/software re-
quirements and computational complexity. (2) In a multi-
hop ad hoc network, there is no centralized infrastructure.
As a result, exploiting interference information in such set-
ting is extremely difficult. Thus, these advanced physical
layer techniques will not be considered in this paper.

1.1 Main Contributions

The main contributions of this paper are the following.

e We show that in general, solutions obtained under the
protocol model may not be feasible in practice. Thus,
solutions based on blind use of the protocol model may
offer incorrect results as there is no feasibility checking
mechanism in place after a solution is obtained. Due
to this oversight, the doubt on blind use of protocol
model is legitimate.

e To obtain a feasible solution for the protocol model,
we propose a novel concept called “reality check” and
a new methodology on how to use it with protocol
model to obtain a feasible solution.

o We further show that by combining reality check with
appropriate setting of the interference range, it is pos-
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sible to have the protocol model offer comparable re-
sults as those under the physical model. This offers us
the correct approach of using the protocol model.

1.2 Paper Organization

The rest of this paper is organized as follows. In Section 2,
we present a general cross-layer optimization problem under
both physical model and protocol model. We briefly discuss
the approaches to solve both problems and their complex-
ities. Section 3 identifies potential infeasibility issue asso-
ciated with the protocol model solution. We introduce a
reality check mechanism and show how it can be used to ob-
tain a revised solution that is feasible. In Section 4, we show
the correct methodology of using the protocol interference
model. That is, by combining reality check mechanism and
appropriate setting of the interference range in the protocol
model, it is possible to obtain comparable results under both
models. Section 5 concludes this paper.

2. MATHEMATICAL MODELS, PROBLEM

FORMULATION, AND SOLUTION AP-
PROACH

For the sake of generality in this investigation, we con-
sider a multi-hop cognitive radio network (CRN), which not
only encompasses all the features in existing multi-channel
multi-radio [2, 9, 17, 18, 20, 21] (including the 802.11-based
radio platform) but also is positioned to be the primary ra-
dio platform in the coming decades. Thus, algorithmic and
optimization results for CRNs are not only important for
future wireless networks, but are also generalizations of tra-
ditional wireless networks.

2.1 Models at Multiple Layers

We consider a CRN consisting of a set of A/ nodes. In a
CRN, the available frequency bands at each node depends
on its location and may not be the same. Denote M; the
set of available frequency bands at node ¢ and assume the
bandwidth of each frequency band is W. Denote M the
set of all frequency bands present in the network, i.e., M =
Uien Mi. Denote My; = M; ()M, which is the set of
common available bands on nodes ¢ and j and thus can be
used for transmission between these two nodes.

Scheduling and Power Control (For Both Physical
and Protocol Models). Scheduling can be done either in
time domain or frequency domain. In this study, we consider
scheduling in the frequency domain in the form of assigning
frequency band. Denote

mo__

Then for a band m € M;, node i cannot use it for transmis-
sion to multiple nodes or for reception from multiple nodes.
Further, due to self-interference, node ¢ cannot use it for
both transmission and reception. Putting these constraints
together, we have

Z T+ Z zi; <1 (ieN,me M),

€T JET

1 If node ¢ transmits to node j on band m,
0 otherwise.

(1)

(2)

where 7;" is the set of nodes that are within the maximum
transmission range from node ¢ (under peak power Pmax)
on band m.



Denote p;; as the transmission power at node i, when node
i transmits data to node j on band m. Clearly, when node
i does not transmit data to node j on band m, pj; should
be 0. Under the maximum allowed transmission power limit
Pmax, we have

p;? SPmaxl’;? (i€N7m€Mivj eT™). (3)
Scheduling Feasibility Constraints (For Physical

Model). Under the physical model, a transmission is
successful if and only if the SINR at the receiving node ex-
ceeds a certain threshold, say . We now formulate this
constraint. For a transmission from node ¢ to node j on

band m, the SINR at node j is

oo 9iiPij
g kA NhE ’
W + 3 3N heT,™ griPy},

where 7 is the ambient Gaussian noise density, g;; is the
propagation gain from node ¢ to node j, 7" is the set of
nodes to which node k can transmit on band m.

Since there is a transmission from node i to node j on band
m, neither ¢ nor j can receive from other nodes on band
m, ie., pg; = 0 and py; = 0. We have ZheTgl kD, =

h#i,j
ZheTkm 9kjPrn- Denote

h#i,j
= pin= Y, pin KENmeM). (4
heT™ heT™
m _ 95 P7y .
We have s;; = L= e ie.,
k#i,j
Wsh+ Y grti'sl — gipl; =0
keN

teN,meM;,jeT™). (5)

Note that this SINR computation also holds when p;; = 0,
i.e., when there is no transmission from node i to node j on
band m.

Recall that under physical model, a transmission from
node i to node j on band m is successful if and only if SINR
at node j exceeds a threshold a, i.e., s7; > . Then by (1),
we have

m>ax

m
1] = 3

s Po(ieNmeM,jET™), (6)

which is the necessary and sufficient condition for successful
transmission under the physical model.

For a successful transmission (i.e., if the above constraints
are satisfied), the achieved capacity by this s7} is

ciy =Wlogy(1+s7;) (GeNmeM;jeT™) . (7)

Of course, the actual data rate is dependent on a number
of other parameters, such as modulation, coding schemes,
BER constraints, detector schemes, etc., and will be lower
than that obtained by the Shannon capacity formula.

Scheduling Feasibility Constraints (For Protocol

Model). Under protocol model, a transmission is success-
ful if and only if the receiving node is within the transmission
range of the intended transmitting node and is outside the
interference range of each non-intended transmitting node.
When power control is employed at each transmitting node,
the transmission range and interference range can be var-
ied and may be different from the others. As a result, the
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interference relationship among nodes becomes more com-
plicated. In [22], Shi and Hou showed that the conditions
for successful transmission from node 7 to node j with an
interfering transmission from node k to node h can be for-
mulated as follows:

pij € |:(Rm]ax) Pmaxwij, Pmaxxij:|
T
(i€ Nyme Mi,jeT™),

Pk < Pmax — {1 - (RI;;X) } Pmaxl’ij

(teNmeMy,jeT" kel k#ihecT"),

where d;; is the physical distance between nodes ¢ and j,
R and RP"® are the maximum transmission and inter-
ference ranges (under peak transmission power Pmax), re-
spectively, and Z7" is the set of nodes that may contribute
towards non-negligible interference at node j. These con-
straints are based on the uniform propagation gain g¢;; =
d;j”7 where n is the path loss index.

To better understand the physical meaning of these two
constraints, we consider a general propagation gain function
gi; = g(dij). Further, denote

g(RT™)

! g(diz)

(8)

Pmax

T g(RIAX) . . .
and ij = WPma;Q which are the minimum required
J

power for transmission from node ¢ to node j and the max-
imum allowed transmission power at node k when node j
is receiving, respectively. We have the following constraints
for successful transmission from node 4 to node j (with a
concurrent transmission from node k to node h) under the
protocol model.

Pl € [P}, Pmaxal}] (i €N,meMi,jeT™), (9)
p;cnh < Pmax — (Pmax - P)clj)x;n;

(ieNmeM;jeT" kel k#iheT") .(10)

For a successful transmission (i.e., the above two con-
straints are satisfied), the interference from any other trans-
mitter is considered “negligible” under protocol model and
the achieved capacity is

ym
cij =W log, (1+ %) (ieN,meM;jeT™). (11)
Note that this capacity computation also holds for p;; = 0,
i.e., when there is no transmission from node i to node j on
band m.

In our problem, power control can be performed at each
node. When the peak power Pmax is used at a node 4, this
node has the maximum transmission range R, which can
be computed based on minimum required receiving power
(9(RT™) - Pmax) at a receiving node j. When the transmis-
sion power p is less than Pmax, the same minimum required
receiving power should be met. If node ¢ can transmit to
node j, then we have g(d;;) -p > g(RT®) - Pmax. Thus, the
transmission range is

(12)

Rr(p) =" (M) |

p



which is a function of transmission power p. Similarly, the
interference range is

A P )

Ri(p)=g~" (g( ;

Routing (For Both Physical and Protocol Models).
Among the set of A" nodes in the ad hoc network, we assume
there is a set of £ active user communication (unicast) ses-
sions. Denote s(1) and d(l) the source and destination nodes
of session ! € £ and r(l) the minimum rate requirement (in
b/s) of session I. Suppose that our objective is to maximize
a scaling factor K for all sessions’ requirements. That is,
for each each session [ € £, Kr(l) amount of data rate is
to be transmitted from s(I) to d(I). To route each of these
flows from its respective source node to destination node, it
is necessary to employ multi-hop due to the limited trans-
mission range of a node. Further, to maximize the scaling
factor, it is necessary to employ multi-path.

Mathematically, this can be modeled as follows. Denote
fi; (1) the data rate from node 4 to node j that is attributed
to session [, where i € N, j € T; = Umenr, Zi™- If node i is
the source node of session [, i.e., i = s(I), then

S f)=Kr(l) (1ecLi=s().

JET;

(14)

If node 7 is an intermediate relay node for session I, i.e.,
1 # s(l) and 1 # d(l), then

J#s(l) k#d(l)
S fu)=Y" fui(l) (€LieN i#s(l),d(1). (15)
JET; keT;

If node ¢ is the destination node of session [, i.e., i = d(I),
then

Y fu)=Kr(l) (L€ L,i=d().

kET;

(16)

It can be easily verified that once (14) and (15) are satisfied,
(16) must also be satisfied. As a result, it is sufficient to have
(14) and (15) in the formulation.

In addition to the above flow balance equations at each
node i € N for session | € £, the aggregated flow rates on
each radio link cannot exceed this link’s capacity. Therefore,
for a link ¢ — j, we have

s()#£5,d(1)#i

fa < >

meM;;

m
C; j

(teN,jeT), (11)

leL

where ¢;j is computed by (7) under the physical model or
by (11) under the protocol model.

2.2 Problem Formulation and Solution Approach

Objective Function. In our problem formulation, we
consider to maximize a capacity related objective function.
Specifically, we choose to maximize the scaling factor K for
all sessions’ rate requirements. There are many other ob-
jectives that can also be used in this investigation, e.g., the
sum of all sessions’ rates, the sum of log utility of session
rates, etc. In general, we could consider an objective func-
tion in the form of the total utility of session rates, with
the utility of a session being a concave function of its rate.
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Figure 1: A 20-node 5-session network topology.

We emphasize that the same methodology that we will de-
velop regarding how to correctly use the protocol model is
applicable to all these objective settings.

Problem Formulation. Under the physical model,
putting together all the constraints for scheduling, power
control, and flow routing, we have: Maximize K subject to
constraints (2), (3), (4), (5), (6), (7), (14), (15), and (17).
While under the protocol model, the constraints are (2), (9),
(10), (11), (14), (15), and (17).

Solution Approach. Both cross-layer optimization prob-
lems are in the form of mized-integer non-linear program-
ming (MINLP) problem, which is NP-hard in general [11]. A
solution procedure based on the branch-and-bound (similar
to [22]) can be developed to solve these MINLP optimization
problems.

An important step in branch-and-bound approach is con-
structing and solving a linear relaxation for the original op-
timization problem at each iteration. Under the physical
model, the linear relaxation has O(N®M) variables, while
under the protocol model, the linear relaxation has O(N? M)
variables. Since the number of variables directly impacts
complexity, the complexity of solving a protocol model prob-
lem is much lower than a physical model problem.

3. AREALITY CHECK MECHANISM FOR
PROTOCOL MODEL SOLUTION

In this section, we identify the potential infeasibility prob-
lem associated with the protocol model solution. Then we
introduce a reality check mechanism and show how it can
be used to obtain a revised solution that is feasible.

3.1 Infeasibility in Protocol Model Solution

Under the protocol model, the impact of interference from
neighboring nodes is binary and is solely determined by
whether or not the node falls within the interference range
of non-intended transmitters. However, as the following ex-
ample shows, solutions obtained under the protocol model
may not be feasible in practice.

ExAMPLE 1. Consider a 20-node 5-session network in Fig-
ure 1. The location and available bands at each node are



Table 1: Location and available frequency bands at each node for a 20-node 5-session network

Node Location Available Bands || Node Location Available Bands Node Location Available Bands
1 (0.1,9.9) 2,5,6,7,9,10 8 (22.6,40.9) 2,5,6,7,8,9 15 (44.7,24) 2,5,6,8
2 (29.2,31.7) 1,3, 4 9 (35.3,10.3) | 2, 3,4, 5,6, 7,8,9, 10 16 (47.9,43.8) 2,5,6,8,9,10
3 (3,31.1) 2,6,7,8,9,10 10 (31.9,19.6) 2,6,7,8,9,10 17 (46.4,16.8) 2,5,6,7,8
4 (11.8,40.1) 2,8 11 (28.1,25.6) 2,5,6,8,9, 10 18 (11.5,12.2) | 1,2,5,6,7, 8,9, 10
5 (15.8,9.7) 7,8,9, 10 12 (32.3,38) 2,5,6,7,8,10 19 (28.2,14.8) 3,4
6 (16.3,19.5) 2,6, 10 13 (47.2,2.6) 2, 20 (2.5,14.5) 5, 6, 10
7 (0.6,27.4) 1,3 14 (44.7,15) 5,6,7,8,9,10

shown in Table 1. The source node, destination node, and
minimum rate requirement of each session are shown in Ta-
ble 2. The setting of parameters are W = 50, a = 3,
R = 90 and Pmaz = 4.8 - 10°0W . All units are normal-
ized appropriately. When the mazimum interference range is
R = 35, we have the following power control and schedul-
ing solution:

505,11 =1, p§,11 = 0.6 - Pax ;

5053,17 =1, Pg,n =0.2- Pnaz;

50?1,10 =1, p?1,10 =0.1: Pnax ;

5012,8 =1, Pzz,s =0.1- Pnaz;

508132,11 =1, P§2,11 =04 Pnaz;

50}3,9 =1, p%.},g =0.4- Pnaz;

29514 =1, Pisia = 0.1 Prag ;

236,12 =1, pi6,12 = Pmaz, 23%8,12 =1, pig12 = 0.5 Prag ;
2951 =1, pisg1 =02 Praz.

There are two transmissions on band 2, i.e., from node 8
to node 11 and from node 13 to node 9 (see the location of
each node in Table 1). The transmission power at node 8
15 0.6 - Pmaz. Using (12), the transmission range at node
8 is 17.60, which is larger than the distance 16.26 between
nodes 8 and 11. Thus, node 11 is in the transmission range
of node 8. The transmission power is 0.4 - Pmag at node
13. Using (13), the interference range is 27.83, which is
smaller than the distance 29.90 between nodes 13 and 11.
Thus, node 11 is not in the interference range of node 13.
Under the protocol model, the transmission from node 8 to
node 11 is successful. Further, since node 11 is not in the
interference range of node 13, it is assumed that there is no
interference from node 13. We have that SNR at node 11
is (gs,11 - Pa11)/(MW) = 4.1216. By (11), the capacity on
link 8 — 11 s 117.84. We note that in the protocol model
solution, the flow rate from node 8 to node 11 is 117.84, i.e.,
the computed capacity is 100% utilized.

However, the interference from node 13 at node 11 is gi3,11-
p%g,g = 0.2403 -nW, which is not zero. The SINR at node 11
1s 3.323. By (7), the actual capacity from node 8 to node 11
is 105.61. But in the protocol model solution, the flow rate
on this link is 117.84, which s larger than this link’s ca-
pacity. Therefore, the solution obtained under the protocol
model is infeasible. [

Due to such potential infeasibility in the protocol model
solution, results based on blind use of protocol model may
be incorrect.

3.2 The Reality Check Mechanism

As we discussed in previous section, capacity calculation
under the protocol model is not accurate. To find out what
result can really be achieved under the protocol model solu-
tion, it is necessary to go through a validation process. In
this section, we introduce a new “reality check” mechanism
for a protocol model solution. The goal of reality check is
to find the achievable result under a given protocol model

Table 2: Source node, destination node, and mini-
mum rate requirement of each session in the 20-node
5-session network

Session [ | Source Node s(I) | Destination | Minimum Rate
Node d(I) | Requirement r(l)

1 16 10 9

2 18 1 1

3 12 11 4

4 13 17 3

5 15 14 2

solution. Reality check result can also be viewed as a cor-
rected /revised result based on the protocol model solution.

Specifically, for a given protocol model solution, we have
the knowledge of routing, scheduling, and power control for
each node in the network. Under reality check, instead of
using the capacity computed by (11) (which neglects the im-
pact of interference), we use (7) to re-compute actual achiev-
able capacity between the nodes under the given scheduling
and power control solution (as illustrated in Example 1).
Using this accurate capacity calculation among the nodes,
we can re-compute the achievable result (i.e., objective func-
tion) by a mathematical program to obtain a feasible routing
solution. This new routing, along with the original schedul-
ing and power control, offer a feasible solution. We call this
result the reality check result, which is formally defined as
follows.

DEFINITION 1. Reality check result is defined as the achiev-
able result for a given protocol model solution.

In reality check, we only need to re-compute capacities
and adjust flow rates. Although we use the same capacity
formula as that in physical model, this formula is only used
for simple calculations instead of being part of a complex
optimization problem as under the physical model. There-
fore, the complexity of this reality check mechanism is very
small.

EXAMPLE 2. We again consider the 20-node 5-session net-
work example discussed in Example 1. The objective func-
tion (i.e., the mazimum scaling factor) under the protocol
model solution is 20.47 (without reality check).

We have examined the capacity from node 8 to node 11 in
Example 1. In the protocol model solution, the computed ca-
pacity is 117.84 and the flow rate on this link is also 117.84.
However, we find that the actual capacity is 105.61. As a re-
sult, the achievable objective value will be smaller than 20.47.

To obtain the achievable objective function, we re-compute
capacity for all links following the same token in FExample 1.
We list the actual capacity and the capacity computed in
protocol model in Table 3. Using revised capacities (from
reality check), we can re-compute a feasible solution using a
linear program. The new achieved objective value is 18.34
(vs. 20.47 in the blind use of protocol model solution).  [1
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Table 3: Actual capacity and the capacity computed

in protocol model

Link Actual Capacity Computed

Capacity in Protocol Model
8 — 11 105.61 117.84
9 — 17 102.67 108.67
11 — 10 328.78 328.78
12 — 8 119.47 123.98
12 — 11 145.70 145.70
13—9 113.75 126.28
15— 14 148.07 152.81
16 — 12 243.25 243.25
18 —1 131.58 132.18

The following statement summarizes our discussion on the
reality check result.

PRINCIPLE 1. The reality check result offers a correct mea-
sure of achievable result by a protocol model solution.

The above principle offers a meaningful performance mea-
surement criteria for the protocol model. The efficacy of
protocol model depends on the performance gap between
its reality check result and the result obtained under the
physical model. If this performance gap is small, then the
protocol model is a good approximation and can be used
as an effective tool for analyzing wireless networks. On the
other hand, if this performance gap is large, then the proto-
col model may not be very useful.

The following lemma shows the relationship between the
reality check result for the protocol model and the optimal
result obtained under the physical model.

LEMMA 1. Reality check result cannot exceed the optimal
result under the physical model.

PrOOF. Note that both solutions employ the same ac-
curate link capacity computation (7) and the final results
(i.e., objective function values) are both feasible. Since the
optimal physical model solution has the largest scaling fac-
tor among all feasible solutions, while reality check result
is only one possible feasible solution, then reality check re-
sult cannot exceed the the optimal result under the physical
model. [

4. INTERFERENCE RANGE SETTING FOR

THE PROTOCOL MODEL

In this section, we investigate the performance gap of the
protocol model in relation to the physical model.

4.1 Setting of Interference Range

To perform a meaningful comparison, both physical model
and protocol model should use the same underlying physi-
cal layer mechanism. For the protocol model, we have two
parameters, i.e., the maximum transmission and interfer-
ence ranges R, RT"®*. Since the underlying physical layer
mechanism is the same, the parameter RT'** should be con-
sistent with the a parameter in the physical model. Un-
der the ideal scenario, when there is no concurrent trans-
mission in the same band, two nodes with distance RF?®*
should be able to communicate with each other under the
maximum transmission power Pmax and the SINR should
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Figure 2: Protocol model solutions and correspond-
ing reality check results for the 20-node 5-session
network.

be a (same as that under physical model). Thus, we have
g(RF®X)- Pmax

7 = «. As a result,

max __ -1 @
fir =g <O<77W)'

Note that the maximum interference range, R}, is a
parameter introduced by the protocol model and there is no
corresponding parameter in the physical model. The only re-
quirement on R7'** is R*** > RP*¥ i.e., a lower bound for
R is RP?*. To find an upper bound for R"®*, we want
to determine a constant (R;)Y such that if RP** > (R;)Y,
then when any link is active, all other links on the same band
in the network cannot be active. Consider a link £ — h on
a band m. Using (8) and (13), its interference range is at

B RIMAXy p B RIMAXy.
least Ry(PL) = g~ (L8 ) Pmaxy _ o1 (9l )-oldin) H)l(f)g kh)y
P, g(RFE™)

For another node j with djx < Rr(PL,) (or equivalently,
Rmax >, 71(9(Rrrnax)‘9(djk)

I =9 B 9(dkn) )
when node ¢ is transmitting to node 5 on band m. Thus, we

can set

(18)

)), it cannot receive on band m

max{gfl(—g(Rgmx) .g(djk)) 17 eEN,m e Mj,
9(dkn)
keIl heT}
G(RE™) - g(max{d,i : k € T
min{g(den) : h € T,™}
ckeN,me M;}.

Any R2** > (R;)Y will lead to the same interference re-
lationship in the network, which in turn yields the same
protocol model solution and the same reality check result.
Thus, the range for RP** is within [RF*, (R1)Y].

As one would expect, the setting of R}"®* directly affects
the performance gap between the two models. We now inves-
tigate the impact of the maximum interference range (R7**)
setting. We consider 20, 30, 40, 50-node ad hoc networks
with each node randomly located in a 50x50 area.' For

(R)Y =

)

— max{g(

IThe results for the case where the node density is kept constant
while the area of network coverage increases will be discussed at
the end of this section.



Table 4: Location and available frequency bands at each node for a 30-node 5-session network

Node Location Available Bands Node Location Available Bands
1 (7,0.7) 1,2,6, 7,16, 17, 19, 20 16 (30.3,28.1) 7,8, 11, 16, 17, 19, 20
2 (5,4) 3,5,9,12, 14, 15 17 (32,41.1) 7, 11, 16, 17, 19, 20
3 (6.8,14) 1,2,6, 7,8, 11, 16, 17, 19, 20 18 (14.1,33.7) 3,4, 5
4 (15.7,3.3) 1,2, 7, 16, 20 19 (23,46.4) 3,12, 15
5 (9.5,17) 3,4,5,9, 12 20 (30.3,9.3) 59
6 (19.4,17.1) 1,2,6, 7,8, 16, 19, 20 21 (17.6,29.2) 1,2,6, 7,8, 11, 16, 17, 19, 20
7 (34.7,14.6) 3,4,5,9,12, 14 22 (27.1,27.8) 9, 12, 14, 15
8 (4.9,25.9) 3,4, 12 23 (26.9,45.9) | 3,4, 5,9, 10, 12, 13, 14, 15, 17
9 (46.6,42.1) 10, 18 24 (43.3,32.4) 1, 2, 11, 16, 17, 20
10 (8.3,38.3) 3,4,5,9, 14 25 (45.4,8.2) 3,4,5,9,12, 14
11 (26.7,11.1) 1, 6,7, 8,11, 16, 17, 19, 20 26 (43.4, 35) 3,5,9,15
12 (36.4,47.3) 10, 13, 18 27 (41.3,45.1) 1, 16, 20
13 (24.3,21.2) 1,2,6,8,11, 19 28 (14.4,30.3) 1,2,6,7, 8,11, 16, 17, 20
14 (23.1,0.8) 3,5,9, 14 29 (41.6,41.7) 3,4, 5,9, 10, 12, 14, 15, 18
15 (21.4,19.2) 4,9,12, 14 30 (25.9,12) 1,2,6, 7,8, 11, 16, 17, 19, 20

ease of exposition, we normalize all units for distance, band-
width, rate, and power based on (5) and (7) with appropriate
dimensions. At each node, there are up to 10 available fre-
quency bands and each band has a bandwidth of W = 50.
The set of available bands at different nodes can be differ-
ent. The number of active user communication sessions is 5
for 20 and 30-node networks. For 40 and 50-node networks,
the number of active user communication sessions is either 5
or 10. The source node and destination node of each session
are randomly selected. The minimum rate requirement for
each session is randomly generated within [1,10].

We assume that the SINR threshold « for the physical
model is a = 3 [12]. For the protocol model, the maximum
transmission range R7'® and maximum interference range
R under peak power Ppax are two constant parame-
ters. Note that the transmission range Rr(p) and interfer-
ence range R;(p) are variables that depend on transmission
power p (see (12) and (13)). We assume peak transmission
power Pmax = 4.8 - 10577W, with the corresponding max-
imum transmission range R7** = 20 (by (18)). Since the
maximum interference range R7** (under peak power Pmax)
is a parameter for the protocol model, we investigate the im-
pact of this parameter setting in our study. We apply the
reality check mechanism for each protocol model solution.

The first set of results is for the 20-node 5-session network
discussed in Example 1. The solution under the physical
model has an objective value of 18.89. The results under the
protocol model are shown in Fig. 2. We can see that, the
reality check result for protocol model solution is different
under different maximum interference range setting. The
largest objective value among these reality check results is
18.34 (with R}'™ = 35), which is very close to the physical
model solution.

By Principle 1, the reality check result offers a measure
of achievable result by a protocol model solution. Thus, for
this network, the best maximum interference range value
should be 35. In general, we have the following rule on how
to set the maximum interference range for protocol model.

RULE 1. The mazimum interference range in the protocol
model should be set to the value corresponding to the maxi-
mum reality check result.

We emphasize that to set this range optimally, it is not
necessary to solve the problem under the physical model,
which involves much higher complexity.

Table 5: Source node, destination node, and mini-
mum rate requirement of each session in the 30-node
5-session network

Session [ | Source Node s(I) | Destination | Minimum Rate
Node d(I) | Requirement r(l)

1 16 28 4

2 24 11 7

3 13 1 1

4 19 29 8

5 26 15 1

The network topology of a 30-node 5-session network is
shown in Fig. 3(a). The location and available bands at each
node are shown in Table 4. The source node, destination
node, and minimum rate requirement of each session are
shown in Table 5. The solution under physical model has an
objective value of 31.18. The results under protocol model
are shown in Fig. 3(b). We find that the best reality check
result has an objective value of 27.72; which is within 11%
of the optimum (i.e., 31.18) and the maximum interference
range should be set to 35 by Rule 1.

The network topology of a 40-node 5-session network is
shown in Fig. 4(a). The location and available bands at each
node, the source node, destination node, and minimum rate
requirement of each session are omitted due to space limi-
tation. The solution under physical model has an objective
value of 29.42. The results under protocol model are shown
in Fig. 4(b), with maximum reality check result also being
29.42. By Rule 1, we find that the maximum interference
range in the protocol model should be set to 35.

The network topology of a 40-node 10-session network is
shown in Fig. 5(a). The solution under physical model has
a maximum objective value of 16.43. The results under pro-
tocol model are shown in Fig. 5(b) with the same maximum
reality check result being 16.43. By Rule 1, we find that the
maximum interference range in the protocol model should
be set to 30.

For a 50-node 5-session network in Fig. 6(a), the solution
under physical model has an objective value of 25.27. The
results under protocol model are shown in Fig. 6(b). By
Rule 1, we find that the maximum interference range in the
protocol model should be set to 35 or 40. Both values can
achieve the same objective value of 25.02, which is very close
to the optimum 25.27.

Finally, we have the results for a 50-node 10-session net-
work in Fig. 7. The solution under physical model has an
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Figure 3: A 30-node 5-session network.
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Figure 4: A 40-node 5-session network.
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Figure 6: A 50-node 5-session network.
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Figure 7: A 50-node 10-session network.

objective value of 13.36. By Rule 1, we find that the maxi-
mum interference range in the protocol model should be set
to 40. The corresponding objective value is the same as that
under physical model, i.e., 13.36.

In summary, we have shown that the setting of maximum
interference range in the protocol model has a direct impact
on the performance result. Although the search interval for
the maximum interference range can be specified, an efficient
search algorithm for finding the optimal setting remains an
open problem and will be investigated in our future research.

4.2 The Gap

Under protocol model solutions, we can see that (in Figs. 2,
3(b), 4(b), 5(b), 6(b), and 7(b)) the actual objective value in
reality check result is no more than that in protocol model
solution.

When the maximum interference range is set too small
(e.g., 25), the protocol model provides an incorrect solution
(even larger than that under the physical model). After
we perform reality check on protocol model solution, the
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achieved result could be much lower than that under the
physical model. This is because, under a very small inter-
ference range, the “negligible” interference from neighboring
nodes could be large (non-negligible). As a result, the accu-
rate capacity calculated via (7) could be much smaller than
that computed in the protocol model by (11).

On the other hand, when the maximum interference range
is set too large, the gap between protocol model solution and
its reality check result can be small. This is because, with a
very large interference range, spectrum may not be re-used
at different nodes. As a result, there is no interference from
other nodes. In this case, the link capacity computation in
(11) is the same as that in (7) and thus, there is no per-
formance degradation after reality check. However, as we
have seen in all the results, setting the maximum interfer-
ence range too large will lead to very conservative results,
i.e., much smaller than those under the physical model.

All results presented so far are based on networks in a
fixed area with varying node density. We also performed
simulations on networks with a fixed node density while the



area of network was changed. Results for this set of simu-
lations are consistent with observations in this section. To
conserve space, we will not include these simulation results.

Based on our simulation results, we draw the following
observation.

OBSERVATION 1. Under the optimal setting of the mazi-
mum interference range, the reality check result for protocol
model solution is close to (or the same as) the physical model
solution.

The significance of the above observation is that it enables
us to use the protocol model (with reality check) as a good
simplification for the physical model as long as maximum
interference range is set correctly.

S. CONCLUSION

This paper aimed to reconcile the tension between phys-
ical model and protocol model. We showed that in gen-
eral, solutions obtained directly under the protocol model
are likely to be infeasible in practice and thus blind use of
protocol model is likely to offer incorrect results. To address
this problem, we proposed a new mechanism called “reality
check” and showed how it can be used to obtain a feasible
protocol model solution. Subsequently, we showed that by
appropriate setting of the interference range in the proto-
col model, it is possible to narrow the solution gap between
protocol model and physical model. Our simulation results
confirmed that this gap is indeed small, thereby suggesting
that our method of joint reality check and interference range
setting can make the protocol model a viable approach to
analyze multi-hop wireless networks.

6. ACKNOWLEDGMENTS

The work of Y.T. Hou, Y. Shi, and J. Liu has been sup-
ported in part by the National Science Foundation (NSF)
under Grant CNS-0721570 and Office of Naval Research
(ONR) under Grant N00014-08-1-0084. The work of S. Kom-
pella has been supported in part by the ONR.

7. REFERENCES

(1] R. Ahlswede. Multi-way communication channels. In
International Symposium on Information Theory
Proceedings, pages 23-52. Tsahkadsor, Armenian S.S.R.,
1971.

M. Alicherry, R. Bhatia, and L. Li. Joint channel
assignment and routing for throughput optimization in
multi-radio wireless mesh networks. In ACM Mobicom
Proceedings, pages 58-72. Cologne, Germany,

Aug. 28-Sep. 2, 2005.

P. Bergmans. Random coding theorem for broadcast
channels with degraded components. IEEE Trans. on
Information Theory, 19(2):197-207, March 1973.

R. Bhatia and M. Kodialam. On power efficient
communication over multi-hop wireless networks: joint
routing, scheduling and power control. In IEEE Infocom
Proceedings, pages 1457-1466. Hong Kong, China,
March 7-11, 2004.

C.C. Chen and D.S. Lee. A joint design of distributed QoS
scheduling and power control for wireless networks. In
IEEE Infocom Proceedings, 12 pages. Barcelona,
Catalunya, Spain, April 23-29, 2006.

M. Costa. Writing on dirty paper. IEEFE Trans. on
Information Theory, 29(3):439-441, May 1983.

T.M. Cover. Broadcast channels. IEEE Trans. on
Information Theory, 18(1):2-14, Jan. 1972.

2]

[4]

[5]

[6]

248

[8] R.L. Cruz and A.V. Santhanam. Optimal routing, link
scheduling and power control in multi-hop wireless
networks. In IEEE Infocom Proceedings, pages 702—-711.
San Francisco, CA, March 30-April 3, 2003.

R. Draves, J. Padhye, and B. Zill. Routing in multi-radio,
multi-hop wireless mesh networks. In ACM Mobicom
Proceedings, pages 114-128. Philadelphia, PA,

Sep. 26—Oct. 1, 2004.

T. Elbatt and A. Ephremides. Joint scheduling and power
control for wireless ad-hoc networks. In IEEE Infocom
Proceedings, pages 976-984. New York, NY, June 23-27,
2002.

M.R. Garey and D.S. Johnson. Computers and
Intractability: A Guide to the Theory of NP-completeness.
W.H. Freeman and Company, New York, NY, 1979.

A.J. Goldsmith and S.-G. Chua. Adaptive coded
modulation for fading channels. IEEE Trans. on
Communications, 46(5):595-602, May 1998.

P. Gupta and P.R. Kumar. The capacity of wireless
networks. IEEE Trans. on Information Theory,
46(2):388-404, March 2000.

A. K.-Haddad and R. Riedi. Bounds for the capacity of
wireless multihop networks imposed by topology and
demand. In ACM Mobihoc Proceedings, pages 256—265.
Montreal, Quebec, Canada, Sep. 9-14, 2007.

Y.T. Hou, Y. Shi, and H.D. Sherali. Optimal spectrum
sharing for multi-hop software defined radio networks. In
IEEE Infocom Proceedings, pages 1-9. Anchorage, AL,
May 6-12, 2007.

K. Jain, J. Padhye, V. Padmanabhan, and L. Qiu. Impact
of interference on multi-hop wireless network performance.
In ACM Mobicom Proceedings, pages 66-80. San Diego,
CA, Sep. 14-19, 2003.

M. Kodialam and T. Nandagopal. Characterizing the
capacity region in multi-radio multi-channel wireless mesh
networks. In ACM Mobicom Proceedings, pages 73-87.
Cologne, Germany, Aug. 28-Sep. 2, 2005.

P. Kyasanur and N.H. Vaidya. Capacity of multi-channel
wireless networks: impact of number of channels and
interfaces. In ACM Mobicom Proceedings, pages 43-57.
Cologne, Germany, Aug. 28—Sep. 2, 2005.

X. Qiu and K. Chawla. On the performance of adaptive
modulation in cellular systems. IEEE Trans. on
Communications, 47(6):884-895, May 1999.

K. Ramachandran, E. Belding-Royer, K. Almeroth, and
M. Buddhikot. Interference-aware channel assignment in
multi-radio wireless mesh networks. In IEEE Infocom
Proceedings, 12 pages. Barcelona, Catalunya, Spain,

April 23-29, 2006.

A. Raniwala and T. Chiueh. Architecture and algorithms
for an IEEE 802.11-based multi-channel wireless mesh
network. In IEEE Infocom Proceedings, pages 2223-2234.
Miami, FL, March 13-17, 2005.

Y. Shi and Y.T. Hou. Optimal power control for multi-hop
software defined radio networks. In IEEE Infocom
Proceedings, pages 1694-1702. Anchorage, AL, May 6-12,
2007.

J. Tang, G. Xue, C. Chandler, and W. Zhang.
Interference-aware routing in multihop wireless networks
using directional antennas. In IEEE Infocom Proceedings,
pages 751-760. Miami, FL, March 13-17, 2005.

W. Wang, Y. Wang, X.-Y. Li, W.-Z. Song, and O. Frieder.
Efficient interference-aware TDMA link scheduling for
static wireless networks. In ACM Mobicom Proceedings,
pages 262-273. Los Angeles, CA, Sep. 23-29, 2006.

Y. Yuan, P. Bahl, R. Chandra, T. Moscibroda, and Y. Wu.
Allocating dynamic time-spectrum blocks in cognitive radio
networks. In ACM Mobihoc Proceedings, pages 130—139.
Montreal, Quebec, Canada, Sep. 9-14, 2007.

[9]

(10]

11]

12]

(13]

14]

(15]

[16]

(17)

(18]

19]

20]

(21]

(22]

23]

[24]

25]



