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Abstract—This paper studies bandits with knapsacks (BwK).
In a BwK instance, there are a set of n arms and d types of
resources with limited budgets. Each pull of an arm returns
a noisy reward and consumes some amount of resources in
each type according to some latent distribution of this arm. The
decision-maker adaptively pulls arms in order to maximize the
accumulated reward gained before some type of resources runs
out. We investigate logarithmic distribution-dependent regrets for
the BwK problem, specifically for the instances with deterministic
costs. We propose a new algorithm with regret in the form of
O(nlogT/A) (A is the gap of rewards similar to that in standard
MAB), which to our knowledge, is of the lowest order till now, and
has the same order as the standard MAB problem when d = 1.
Simulation results also suggest the performance improvements
using our algorithms.

Index Terms—multi-armed bandits, bandits with knapsacks,
regret minimization

I. INTRODUCTION

A. Background

The multi-armed bandit (MAB) model [10] is a versatile ab-
straction of sequential decision making under uncertainty and
has been widely applied in many areas, such as communication
networking [12], advertising [20], clinical trials [9], product
testing [26], ranking [1], etc. In a traditional MAB problem,
there are a set of arms, each of which is assumed to hold
a distribution. Each pull of an arm generates an independent
reward according to its distribution. The goal of the learner
(or decision-maker) is to maximize the accumulated reward.

In this paper, we focus on bandits with knapsacks (BwK)
[8]. In a BwK instance, there are n arms and d types of
resources. Each arm holds a latent distribution. Each pull of an
arm generates an independent reward and d independent costs
according to its latent distribution and consumes each type of
resources according to the costs. Each type of resources has
a finite budget, and once some type of resources runs out, the
learner must stop pulling. The learner wants to maximize the
expected cumulated reward before stopping pulling.

BwK abstracts the decision making with one or multiple
types of limited resources. When there is only one type of
resource and this resource is time (i.e., number of pulls), BWK
reduces to the traditional MAB. Thus, BwK can be viewed as
a generalized version of MAB. One application of BwK is
the dynamic ad allocation, which has been formulated as a
BwK problem [27]. An advertiser has n advertisements and
a budget B for these ads. There are 7' incoming new users,
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and the ad platform dynamically chooses advertisements to
present to these 1" users. For each ad presented to and clicked
by a user, the advertiser pays a certain amount of reward to
the platform. We can view the advertisements as arms and the
payments to the platform as rewards, and the budget of the
advertiser and the number of incoming users can be modeled
as two types of limited resources. BwK can also be applied to
other problems, e.g., bid optimization [31], dynamic pricing
[7], and network revenue management [11].

In MAB problems, there are two types of regrets that
have been widely adopted: distribution-dependent regrets
and distribution-free regrets. Simply speaking, a distribution-
dependent regret depends on an actual instance and can better
describe the asymptotic performance of the corresponding
algorithm when time or the budgets go to infinity, while the
distribution-free regrets usually do not assume any knowledge
of the latent distributions. By far, most existing works on BwWK
have focused on the distribution-free regrets. However, the
distribution-dependent regrets are less explored. The focus of
this paper is to study the logarithmic distribution-dependent
regrets of the BwK problem. To be specific, we focus on the
instances with deterministic costs.

B. Problem Formulation

Notations. For any positive integer k and vector a in R”,
we use a(i) to denote the i-th component of a, ie., a =
[a(1),a(2),...,a(k)]". For vectors a in R¥, a > 0 if and only
if Vi € [k]', a(i) > 0. For numbers a and b in R, define
a A'b:=min{a,b} and a V b := max{a, b}. For any positive
integer k and vector a € R¥, the I; norm of a is ||a||; :=
> icik la(d)]. For any a € R, define (a)* :=a V0.

Arms. There are n arms in total indexed by 1,2, ..., n, and d
types of resources in total (referred to as resource 1, resource
2,..., resource d). For the t-th pull of arm x, we use R, ; to
denote the reward, and use C,, ;(j) to denote the consumption
of resource j, for any j in [d]. We assume that (R, ¢t €
Z.) are ii.d. (independently and identically distributed),
(Cpi(j),t € Zy) are also id.d., and (R, x € [n],t € Z4)
and (Cy(j),x € [n],t € Zy,j € [d]) are independent
across time, arms, and resources. We further assume that for
any arm z and time ¢, (Ry ¢, Cy (1), Cp1(2), ..., Crt(d)) is
within a same bounded support. Without loss of generality, we

IFor any positive integer k, we define [k] := {1,2,3, ..., k}.



rescale the support to [0, 1]!. For any arm z and j € [d],
define p, := E[R, 1] as the mean reward of arm z, and
Az(J) == E[Cy,1(j)] as the mean cost of resource j of arm
z. We write Xy = [Ap(1), \p(2), ..., Ax(d)] 7. The values of
(g, x € [n]) and (Ag, z € [n]) are unknown to the learner.

Resources. For any j in [d], let B(j) > 0 denote the
budget of resource j. We write B = [B(1), B(2), ..., B(d)]T.
The learner knows the values of B. The learner repeats
pulling arms, and if for some j, the cumulated consumption
of resource j exceeds the budget B(j), the learner must stop
pulling. The goal of the learner is to maximize the expected
cumulated reward within the limited resources.

Rewards. We use A? to denote the ¢-th arm the learner pulls.
Let R' be the reward gained from the ¢-th pull, and C*(5) be
amount of consumption of resource j incurred by the ¢-th pull.
Let N be the number of pulls before termination, i.e.,

t
N :=inf{t : 3j € [d] such that ZC’“(j) >
k=1

B(j)}-

The expected reward is defined as

-s[3me 4] 5[ S

Regrets. Define OPT as the expected reward obtained by
an oracle algorithm that knows the values of (u,,x € [n])
and (X, € [n]). We define the regret as R, := OPT — R,,
We note that unlike traditional MAB problems, an optimal
algorithm for BWK may not always be sampling the optimal
arm, and the notion of optimal arm may not even exist. For
instance, let n = d = 2, jy = po = 1, Ay = [1,0]7, Xy =
[0,1]7, and B = [100,100] . The optimal policy is to pull
each arm for 100 times. In traditional MAB, it is intuitive to
denote the regret of an algorithm by (OPT — R,,). However,
for BwK, it can be hard to determine the value of OPT. In
fact, the problem of finding BWK’s OPT value remains open.
When the rewards and costs are deterministic, BWK reduces
to the bounded knapsack problem, which is already NP-hard
[23]. Whether there exists a polynomial-time algorithm that
finds the (approximate) value of OPT is unknown.

Since we do not know the value of OPT, we need to find
another value to define the regret. In this paper, we adopt
the linear programming relaxation, which was also adopted
by many previous works [3], [8], [14], [15]. For any ﬁ =

[B(1),B(2),....8(d)]" € RY, define
LP(f) := max Z () g, (1)

£(1),...,6(n) 20 e[ ]

s.t. Z &(x

z€[n]

) < B(), Vi € ld].

We then define OPT,, := LP(B) + 1, where 1 comes from
our setting that the last pull of an arm may consume more
than the remaining resources for some resource j. It has been
shown in [8] that OPT,, > OPT.

Additional Assumptions. In this paper, we focus on the
cases where the costs are deterministic. When there is only one
type of resource and this resource is time, the BWK problem
reduces to the standard MAB problem. For some applications
such as shelf optimization [18], the costs are deterministic. We
provide useful insights for these problems in this section by
proposing new algorithms.

We further make two weak assumptions. First, the last
resource is time, i.e., the number of pulls, and we use T
to denote its budget. Second, the last arm (i.e., arm n) is a
dummy arm such that R, = 0 almost surely for any time ¢,
and A\;(j) = 0 for any j in [d — 1], that is, arm n does not
generate any reward and only costs time. The first assumption
has been adopted by many previous works (e.g., [3], [8]). For
the second assumption, the dummy arm does not affect the
algorithm and is mainly for simplifying the analysis. For the
cases where time is not budget-limited, since the budgets of
the resources are known and the arms’ costs are deterministic,
we can find a number T that is an upper bound on the number
of pulls and view T' as a budget of time.

C. Main Results

We propose a new algorithm with regret upper bound of
the form O(log T)(}_, () A1), where Ag, is the gap of
rewards similar to that in traditional MAB, which does not
directly depend on the number of resource types. When d is
large, our algorithm outperforms previous works [15], [25]
significantly.

D. Related Works

Dating back to 2010, the authors of [28] studied budget-
limited MAB problems with a single cost, which can be
viewed as a special case of the BwK problem. The BwWK prob-
lem was first fully formulated in [8], whose authors proposed
algorithms with O(y/logT)(v/nOPT,, + OPT,p+/n/Bmin)
regrets, where B, = minjeg) B(j). The authors of
[3] proposed an algorithm with O(y/logT)(v/nOPT,, +
OPT,;+/n/Bmin) regret. The Thompson Sampling algorithm
proposed in [14] achieved an O(v/nT - ploylog(T)) regret.
These regrets are of the same order as the O(y/nTlogT)
distribution-free regret of traditional MAB [5]. However, the
distribution-dependent regret of BwK is less understood.

The authors of [15], [25] studied the distribution-dependent
regrets of BwK. For BWK with deterministic costs, the authors
of [15] proposed two algorithms with regret upper bounds
O((dAn) (";d) log T/A) and O((d A n)3log T/A?) respec-
tively. Since ("jl' ) increases exponentially with d, the regret
of the first algorithm also increases exponentially with d. For
the second algorithm, the factor A~2 is suboptimal. For best-
arm-optimal instances, with d = 2 and deterministic costs, the
authors of [25] proposed algorithms with regrets in the form
of O(nA~?log T'), where “best-arm-optimal” means that there
is an optimal policy that only pulls one arm. In contrast, we
do not require the best-arm-optimal condition, and propose a
new algorithm and improve these regrets to O(nlogT/A),
significantly outperforming the results in [15], [25].



Logarithmic regrets of BwWK with non-deterministic costs
are even less understood. The authors of [15] gave a logarith-
mic algorithm for d > 1, but it requires restrictive assumptions,
e.g., there is a constant ¢ > 0 such that for all ¢ and j,
R! < 0C*(j) almost surely. This condition is not assumed in
our paper. Without these restrictive assumptions, the authors of
[15] show that it is probably impossible to get a distribution-
dependent regret lower than Q(+/7'). When there is only one
type of resources, i.e., d = 1, logarithmic regrets have been
obtained by [28] for the cases where costs are deterministic.
For non-deterministic costs, [13], [29], [30], [32]-[34] studied
the single-resource BwK problems under different settings,
and logarithmic regrets were established.

There are also many interesting works on BwK problems
under other settings, which are less related to this paper, e.g.,
the BwWK problem in a contextual bandit setting [2], [31], linear
submodular bandits with a knapsack [35], combinatorial semi-
bandits with knapsacks [24].

II. PRELIMINARIES

In this section, we provide some basic definitions and facts
that will be useful in the rest of the paper. Let constant p > 0
be given. We define the confidence radius [7], [19] as

rad,(u, N,T) := 1/ (cpplog T) /N + (cplogT)/N, (2)
where ¢, > 0 is a constant that only depends on p. We then
introduce the following concentration inequality [7], [19].

Lemma 1 ( [7], [19]). Let u be the expectation of a distribu-
tion with support [0, 1], and let [i be the empirical mean after
N independent sampling of this distribution. Let T > 0 be
given, X =rad, (i, N,T), and Y =rad,(u, N,T). Then,

P{lp—pa| <X <3Y}>1-17"%),

This inequality is similar to Chernoff-Hoeffding inequality
[17], but works better when g is much smaller than 1, as
the leading term in the right-hand side of Eq. (2) depends
on ,/p. This inequality has been shown to be useful for BwK
problems [3], [8]. However, to derive better logarithmic regrets
for BwWK problems, this inequality may not be sufficient. In
this paper, we prove a new inequality that can bound the linear
combination of empirical means of multiple distributions. The
proof (in the appendixz) will invoke the works in [19], [22].

Lemma 2. Assume that there are n distributions with sup-
ports being [0,1). For any i in [n], let p; be the ex-
pectation of the i-th distribution and [i; be its empirical
mean after N; independent sampling. For s € R, define
M(s) = minie[n][NZ-/s(i)], u(s) = Zie[n] s(?) i, and
fi(s) = Y icpn 8(0) ki Let ¢ > 24e3p/(2e — 1)%, X =
rad, (i(s), M(SB,T), and 'Y = rad,(u(s), M(s),T). Then

P{|a(s) - p(s)| < X <3V} > 127",

2The appendix of this paper can be found in

https://www.dropbox.com/s/bir12z8ydpnvkdt/Appendix.pdf?dl=0

III. ALGORITHMS AND REGRET BOUNDS

In this section, we present our BwK algorithms for instances
with deterministic costs. Define b(j) := B(j)/T for all j € [d]
and write b := [b(1),b(2),...,b(d)] . We transform the linear

-,

optimization problem LP(b) into the standard form [21]:

max s(2) oo 3)
s(2)>0,1,>0,¥z,j g[:n] (@
st > s(@)Aa(j) +n; = b)), V) € [d]
z€[n]

where 71,72, ..., 1q are slack variables. Let D C R"*? be the
feasible region of the above optimization problem. A point
s € D is said to be an extreme point if

(Va e (0,1),u,veD)s=au+ (1l —a)v = u=v].

It is well known that [21] since all u,’s are non-negative,
Eq. (3) has a maximizer, and therefore, at least one extreme
point of D maximizes Problem (3). We let B be the set of
all extreme points of D. For all extreme points s in B, there
are at most d coordinates of s that are non-zero [21]; and for
each combination of coordinates, there is at most one extreme
point. Thus, we have |B| < (”;d).

Notations. Let N! be the number of pulls of arm z till
iteration ¢. Let /i, be the empirical mean reward of arm z till
iteration ¢. For all extreme points s in 3, define

M'(s):== min [N;/s(z)],
z:s(x)>0
S s, and () i= > st

z€[n) z€[n]

p(s) ==

Define the optimal extreme point as

*

s* := argmax u(s), and p* := pu(s*).
seB
For every extreme point s € B, define the gap Ag := p*—pu(s).
For arm z, define
s, = argmax[s(z)/AZ].

seB—{s*}
We note that for some z, s, may not exist. In this case, we
let Ag, = oo. We further define

G = Z w*/As, and H := Z /AL
z€[n]

z€[n]

Basic idea. Since B is finite and at least one extreme point
in B is optimal, one may solve BwK by treating each extreme
point as an arm and using traditional UCB algorithms?, e.g.,
[5], [6], [16]. However, since |B| may scale with ("jl'd), if we
directly treat each extreme point as an arm, the regret may
also scale with ("), which increases exponentially with d.

In [15], algorithm UCB-Simplex was proposed, which main-
tains a UCB value for the empirical mean reward [i‘(s) of

each extreme point s, and “pulls” the extreme point s* with

3For instance, at each iteration ¢, a UCB algorithm may choose an extreme
point st with the largest UCB value, and sample arm z with probability st(x)
or use other strategies to sample arms.



the maximal UCB value for each iteration ¢. Here, “pulling an
extreme point” means increasing the counter of each arm x by
st(x). When the counter reaches one, the algorithm pulls arm
z once and decreases the counter by one. By this method, a
logarithmic regret can be obtained. However, since the number
of extreme points scales with ("+d) in the worst case, the
regret may also scale with (”;d) In fact, its regret upper
bound is O(d Y .5 A logT) for d < n, scaling with |B|.
Even with d = 2, the regret upper bound can be of the form
O(n?A~1logT), quadratically dependent on n, the number
of arms, which is not promising.

The authors of [15] proposed another algorithm UCB-
Simplex-v2, which does not directly bound the number of
times when an extreme point is chosen, but bounds the number
of pulls of each arm, i.e., at each iteration ¢ where s’ has the
maximal UCB value, only the arm that minimizes N/ /s'(x)
will be pulled. Through this strategy, the authors obtained
regret upper bound O(d®Y, el As, 2logT) for d < n,
which increases linearly with n, better than UCB-Simplex
in this aspect. However, this new bound still has suboptimal
dependence on A;? and d®.

We propose new / methods and manage to reduce the regret
bounds. First, we improve the dependence of the regret on
A‘2 to A‘l Roughly speaking, the dependence of the regret
on A 2 s because different types of resources are not “evenly”
consumed In UCB-Simplex-v2, due to its specific way of
pulling arms, some resources may run out much earlier before
others, and the above technique cannot be applied if one type
of resources runs out. To solve this problem, we add a new
phase to our algorithm. We choose a parameter € € [0,1/2],
and then, for the first (1 — €) fraction of resources, we use
the similar arm pulling strategy as UCB-Simplex-v2, and for
the rest e fraction of resources, we use the BWK algorithm
proposed in [3]. The regret upper bound of the algorithm

proposed by [3] is O(v/nOPT,,logT). In each iteration,
Algorithm 2 of [3] finds a vector s that solves

max D ()| + rady (i, NLT)|,

s>0: |[s|]1<1
z€[n]

st Y s(@)[ ML) — rad, (V). N2, )]

z€[n]

and samples each arm z with probability s’(x). But in this
paper, we make three modifications: (i) We set ¢ = 0 since
the costs are deterministic. (i1) We do not use lower confidence
bounds (LCB) on the costs since they are deterministic. (iii)
The most importantly, we set up n queues for the arms to
ensure that the number of pulls of each arm is close to
what it should be. If we sample arms randomly like in [3],
some resources may run out before 7' iterations, making the
resources not fully utilized. By separating the pulling to two
phases, the dependence on A2 ?’s can be replaced by A '’s
Second, we remove the factor d (d*) in the regret bound
of UCB-Simplex (UCB-Simplex-v2). One reason for these
dependences is that the linear combinations of the UCB values

of arms’ empirical means, i.e., >, ¢, [s(2)-UCB(f; )], are not
tight bounds on /i(s), the empirical means of extreme points.
To state it clearly, we take the Hoeffding bound as an example.
For an arm x with empirical mean reward /!, after N, samples,
by Chernoff-Hoeffding inequality [17], we can get bounds

P{] i log(2/6)/(2N;)} < 6.

However, in some cases (e.g., s(z) = 1/d and N; = N, for
all arms x and y with s(z), s(y) # 0), the linear combination

of these bounds for fi!’s has Zre[n] {s(x)\/M} =
anitre log 3, which depends on /d/M'(s), while the

bound stated in Lemma 2 depends on +/1/M?(s). We believe
that this is the reason why the regret upper bound of UCB-
Simplex has a dependence on d. In this paper, by the new
confidence inequality (i.e., Lemma 2), we can remove this d
(or d®) factor.

Algorithm. We assume that there is only one optimal
extreme point s*. Our algorithm BNPA (Bounding the Number
of Pulls of Arms) is described in Algorithm 1, and its regret
is stated in Theorem 3. The proof is left to the appendix.

_/J/m|2

Theorem 3. The (expected) regret of BNPA is at most

O(GlogT + v/n(eT + Hlog T)log(eT + HlogT))
+ p*(36c, Hlog T — €T) ™. 4)

Specifically, if (36c,H1logT)/T < e = O((36¢,H logT)/T),
the (expected) regret is at most

O(GlogT + /nH log T log(H log T)) (5)

Remark. i) By Theorem 3, if (36¢c,H logT)/T < € =
O((36¢,H logT)/T),

limsup (OPT — R, (T))/logT = O(G),

B=bT—o0
and if € < (36¢,H logT)/T,
limsup (OPT — R, (T))/logT = O(G + H),

B=bT— 00

which shows that our BNPA algorithm has logarithmic regret.
We note that when d changes, many values including G,
H, and OPT will also change (may increase or decrease,
depending on the instances), and thus, for some instances, the
regret of BNPA may not increase when d increases. In the
algorithm, choosing the value of ¢ may not be easy. However,
as shown in Section IV, even when choosing ¢ = 0, our
algorithm can still have promising empirical performance.

ii) We note that the function optimized in Line 5 of BNPA
is not convex. Besides enumerating all the extreme points in
B, we are not aware of a faster approach. Since the size of
B can be up to ("+d) the time complexity of Line 5 can be
O((";d)), which is large when d is large. However, the good
news is that for many applications, d is small. For instance, for
ad allocation and dynamic pricing formulated by [8], d = 2.
Even if d = 2, our regret upper bound still has improvements
compared to previous works [15], [25].



Algorithm 1 Bounding the Number of Pulls of Arms (BNPA).

1: Choose a parameter € € [0,1/2];
2: Sample each arm once;
3: ¢ < n and update N} and ji!, for all arms z;
4: repeat
5 Find an extreme point
s’ € argmax {i*(s) 4+ rad, (i’ (s), M*(s), T) };
seB
6:  Find an z* € argmin, ¢, {N;/s"(2)};
7 Pull arm z? once;
8 ¢+« t+ 1, and update N, and i}, coordinately;
9: until 35 € [d] such that ", _, C*(j) > (1 — €)B(j).

10: For any j € [d], let B1(j) be the amount of resource j
that has been consumed, and B’(j) «+ B(j) — B1(j);

11: Let Ty be the number of pulls till now; 77 < T — Ti;

12: For any arm z, initialize a queue g, < 0;

13: repeat

14:  Find an s’ that solves

> s(x)[al + rad, (il NLT')],  (6)
z€[n]

sty s(x) - Ma(j) < B'(§)/T,Vj € [d],
z€[n]

max
s>0:||s||1<1

15:  For any arm z, update g, < ¢, + s'(2);

16:  for arm z in [n] such that ¢, > 1 do

17: Pull arm x once, and update q, < g, — 1;

18:  end for

19:  Set t + t+ 1, and update N} and ji’, for all arms;
20: until Some resource runs out.

iii) In fact, if we substitute the problem in Line 5 by the
following linear programming problem,

s' € arg max {s(x) [, + rady (@, N, T)] ), (D)

seBB
the time complexity of Line 5 becomes poly(n,d), which
follows from the time complexity of linear programming [21],
and the new regret upper bound will be around d times that of

BNPA. We name the new algorithm as BNPA-v2, and state the
new regret in Theorem 4. Its proof is provided in the appendix.

Theorem 4. Replace Line 5 of BNPA with Eq (7), and the
expected regret of the new version BNPA-v2 is at most

O(dGlog T + \/n(eT + dH log T) log(eT + dH log T))
+ 1 (36c,dH log T — €T) "

If (36¢cpdH log T') /T < € = O((36¢pdH log T')/T'), the regret
is at most

O(dGlogT + v/ndH log T'log(dH log T)).

IV. NUMERICAL RESULTS

In this section, we numerically show the improvements of
our algorithm BNPA over previous works.

We compare BNPA and BNPA-v2 with PrimalDualBwK
[8], BWCR [3] (Algorithm 2), and UCB-Simplex [15]. Primal-
DualBwK and BwWCR do not have logarithmic regrets, and
their regrets are O(y/logT)(v/nOPT,; + OPTip\/n/Buin)-
With deterministic costs, the regret upper bound of UCB-
Simplex is O((dAn)-> " 5 Ag*log T), exponentially higher
than that of our BNPA algorithm in the worst case.

We choose ¢ = 0 for our algorithm, and the numerical re-
sults show that our algorithm still outperforms previous works.
For BWCR, we choose ¢ = 0 as the costs are deterministic.
Also, in the implementations, we modify all algorithms to
versions with known A, (j)-values for fair comparisons, e.g.,
in BWCR, we let the LCB of \,(j) equal to A;(j).

We do not compare the Thompson Sampling algorithm [4]
since it knows additional knowledge on the prior distributions
of p,’s and A, (j)’s and the latent distributions of the arms,
which is not assumed in our algorithm and may result in
unfair comparisons. We do not compare BalancedExploration
[8] because it requires to compute a possibly infinite set, and
the implementation detail was not given in [8]. Ignoring the
difference on the confidence bounds, UCB-Simplex-v2 [15] is
the same as BNPA-v2 with e = 0 (but when € > 0, the regret
upper bound of BNPA-v2 is lower than UCB-Simplex-v2), and
we do not compare it in this paper.

Simulation setup. We adopt Bernoulli rewards for all
arms. For fair comparisons, in all algorithms, we use the
confidence bounds in Lemma 2, and set p = 2 and ¢, =
24e®p/(2e — 1)%. We choose n = 10 (excluding the dummy
arm), d = {2,3,5,7}. The mean rewards and mean costs are
generated as follows: we set ;= 0.95 and \; (j) = 0.45 for
all j € [d]; for all arms « # 1, mean rewards are generated by
taking independence samples of Uniform([0.95—¢,0.95—20])
distribution, and mean costs are generated by taking indepen-
dent samples of Uniform([0.45 + ¢,0.45 + 20]) distribution,
where o0 = 0.2 is fixed. We vary the value of 7', and for all
j € [d], we always set B(j) = 0.45T7. All algorithms are
performed on the same datasets. In every figure, every point
is averaged over 100 independent trials.

The numerical results are illustrated in Figure 1 (a)-(d), and
we have the following findings. First, as d increases, the regrets
of BNPA in four cases do not increase and even decrease when
T is large, which indicates that its regret does not directly
depend on the number of resources d. The reason of the
decreasing regrets may be that the gaps (i.e., (Ag,,x € [n]))
become larger when d increases.

Second, from Figure 1 (a) and (b), we can see that when the
value of d is small, the empirical performance of these algo-
rithms are close. However, for large values of d, Figure 1 (c)
and (d) indicate that the performance of BNPA becomes
better compared with other algorithms, which suggests that
our algorithm is more promising when d is large.

Third, in all four subfigures, as 7' increases, the ratio of
BNPA’s regret to log T" approaches a constant, which suggests
that BNPA has logarithmic regret, consistent with the theory.

Fourth, we can see from Figure 1 that the regret of BNPA-
v2 is larger than BNPA, especially when d is large, which
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1. Comparisons between BNPA, BNPA-v2, and existing methods in the

literature with different values of d.

is consistent with the theoretical results stated in Theorems 3
and 4. Although the time complexity of BNPA-v2 is smaller
than BNPA, it suffers from a loss in the regret performance.

V. CONCLUSION

This paper studied the logarithmic regrets of bandits with
knapsacks (BwK) problems. For BwK with deterministic
costs, we proposed an algorithm with regret upper bound in

the
the
art.

[1]

[3]

[4]

[5]

[6]
[7]

[8]

form of O(nlogT/A), which does not directly depend on
number of resources d and outperforms the state of the
Empirical results also confirmed our theories.
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APPENDIX
A. Proof of Lemma 2

Lemma 2. Assume that there are n distributions with supports being [0,1]. For any i in [n], let u; be the expectation of the
i-th distribution and [i; be its empirical mean after N; independent sampling. For s € R'}, define M (s) := min; e[y [N;/s(7)],

w(s) = e S and f(s) = 3 e, s()ii. Let ¢ > 24e3p/(2e — 1)%, X = rad,(i(s), M(s),T), and
Y =rad,(u(s), M(s),T). Then

P{la(s) — pu(s)| < X <3Y} >1-2T7P.
Proof. The key is to show the following two Chernoff bounds for /i(s): For any ¢ € (0,1) and R > 2epu(s), we have
P{li(s) — p(s)] = du(s)} < 2e MO ®)
P{ji(s) > R} <27 M) 9)

Step 1. For any i € [n], let X;, be the value of the ¢-th sample of the i-th distribution. We let (X, ;,7 € [n],t € Z4) be
independent, and we have EX; ; = yu; for any i € [n] and ¢t € Z™.
Since M (s) < N;/s(i) and R;; € [0,1] almost surely for any ¢ € [n] and ¢t < N;, we have

s(i)R; +M(s)/N; € [0, 1] almost surely.
Thus, by E[s(¢)R; (M (s)/N;] = s(i)u; M (s)/N;, we have
Elexp{t - s(i)R; M (s)/N;}] <s(i)u;M(s)(e" —1)/N; + 1 (10)
<exp{(e' — 1) - s(i)u; M(s)/N;}, (11)

where Eq. (10) is proved by Lemma 8 in the appendix, and Eq. (11) is due to x + 1 < e”.
Then, by the independence of the samples and the definitions of /i(s) and pu(s), we get

E[eM 1] =E | exp (M(s) 3 [5(3)/Ni] iRm)}
t=1

i€[n]

Z

i

E[exp <S(i)Ri,tM(S)/Ni)}

IN Il
-
mn
S,
o~
I
I

exp[(e’ — 1) - (i) M (s)/Ni]

1
t

<.
m

n
—exp{(e! — 1) M(s)u(s)}.

From Step 2 to Step 4, our proof follows the similar steps as in pages 66-70 of [22].
Step 2. By Markov’s inequality, we have that for 6 > 0,

-
Il

P{M(s)i(s) > (14 0)M(s)u(s)} =P {et'M(S)ﬂ(S) > et(1+5)lw(s)u(s)}
<E {et'jw(s)ﬂ(s)}/et(1+5)M(s)p(s)
<exp {(e! — 1) - M(s)p(s)} JetHOME)uts),

Setting ¢ = log(1 + d) > 0, we get

0 M(s)p(s)
POL)E) > (14 M)} < (5505 ) 12
When 0 < § < 1, we define a function f(-) such that
f(8) =08 — (14 6)log(1 +8) + 62/3. (13)

Taking derivative, we get

F(6) = —log(1 + 6) +26/3,
f(0)=—1/(1+6)+2/3.



When 0 < § < 1/2, f(§) <0, and when § > 1/2, f”(§) > 0. Thus, for any § € (0,1], f/(6) < f/(0) v /(1) < 0. Hence,
for all 0 € (0,1], f(9) < f(0)=0
Taking exponential of the right side of Eq. (13), we get

5
€ —5%/3
b)

- <
T+t =°
which implies
P{M(s)ji(s) = (1+ )M (s)p(s)} < e~ MO/ (14)

This completes the first half of the proof of Eq. (8).
Step 3. For R > 2eu(s), let R = (1 + d)u(s). We have § > 2e — 1, which, by (12), implies

iy M(s)u(s)
P{M(s)i(s) = R} < <(1+5)1+5>

( )(1+6)M(s 1(s)
( ) M(s)u(s)

<o~ MERE).

This completes the proof of Eq. (9).
Step 4. For ¢t < 0, again, we use Markov’s inequality, and get

P{M(s)p(s) < (1 —0)M(s)u(s)} =P {et'M(s)f‘(S) > et“*‘”"“s)“(s)}
<E [et-M(sm(s)} et A=)M ()
<exp {(e' = 1)- M(s)u(s)} /e'-OIMEn),
For ¢ € (0, 1), setting t = log(1 — §) < 0, we get
- M(s)u(s)
P{M($)ils) < (1 — O)M(S)u(s)} < (W) |

Now, we define a function f(d) such that for § € (0, 1),
F(8) := =6 — (1 —0)log(1 — 0) + 62/2. 15)
Taking derivative, we get

f'(6) =log(1—6) + 4,
') =—1—-08)"1+1.

For 6 € (0,1), we have f”(d) < 0, which implies f/(6) < f’(0) = 0. Hence, for 6 € (0,1), f(6) < f(0) = 0. Then, taking
exponential on both sides of Eq. (15), we get that for § € (0,1),

i < o=0%/2 £ ,—5°/3
1-ops=° =° "

which implies that for § € (0,1),
P{M (s)ji(s) < (1 — )M (s)u(s)} < e MEnE/3, (16)

Combining Eq. (14) and Eq. (16), we get Eq. (8).



Step 5. In this step, we follow the works of [19] to prove the desired result. First, we suppose c,logT < 2eM(s)u(s).
Applying Eq. (8) with § = %,/% (where we have § < 1 — 2%), we get that with probability at least 1 —
27— cr(2e=1)*/(24¢%) | (5) — fu(s)| < Spu(s) < (1 — +)u(s), which implies

|u(s) — fi(s)] <dp(s)

2e —1 [ cpu(s)
< £ logT
- 2 2eM (s) ©8

(i) 2e —1 [2e-cpfi(s)
- 2 2eM(s)
<rad, (i(s), M(3), T)

log T

(®)
<2rad,(u(s), M(s),T),

where (a) is due to {i(s) > p(s)/(2e), and (b) is due to f(s) < (2— 5= )pu(s), both following from |pi(s) — fi(s)| < (1— 2 )u(s).
Next, we suppose ¢, logT > 2eM (s)u(s). Applying Eq. (9) with R = ¢, log T'/M(s) > 2e, we get that with probability at
least 1 — 2718 T fi(s) < ¢,log T/M(s), and thus,

(@)
|(s) = p(s)| <cplogT/M(s)
<rad,(i(s), M(s),T)
(2(1 +v/2)c, log T/M(s)
<3rad,(p(s), M(s),T),
where (a) is due to ¢, logT > 2eM (s)u(s) and ji(s) < ¢, log T/M(s), and (b) is due to fi(s) < ¢, log T/M(s).

Since ¢, > 24e3p/(2e — 1)?, we get that the desired inequality holds with probability at least 1 — 27" ~7. This completes the
proof of Lemma 2. O

B. Proof of Theorem 3
Theorem 3. The (expected) regret of BNPA is at most

O(GlogT + V/n(eT + Hlog T)log(eT + H log T))
+ p*(36c, Hlog T — €T) . 4)

Specifically, if (36¢,H logT)/T < e = O((36c,HlogT)/T), the (expected) regret is at most

O(GlogT + /nH log T log(H log T)) (5)

Proof. In this proof, we use R,,; to denote the reward gained before the first loop ends (i.e., the expected reward obtained
by the first n pulls plus that during the first loop), and R,,5 to denote the reward gained during the second loop.

We also note some facts about the function LP(:) that will be used in the proof. The first fact is that the function LP(-)
is sub-additive, which is proved in the appendix by Lemma 9, where the sub-additivity means that for any 51, 52 € Ri,
LP(3,) + LP(53,) < LP(B; + f3). The second fact is that for any a > 0, LP(ab) = aLP(b) = au*. The third fact is that with
B’ resource budgets, the expected reward obtained through any pulling strategy is at most 1+ LP(B” ), which has been proved
by [8].

Step 1 is to show the following lemma.

Lemma 5. Let s be an arbitrary non-optimal extreme point. At any iteration t of the first loop, if M*(s) > (36¢,-u* logT)/AZ
then s' # s with high probability*.

Proof of Lemma 5. Let iterator ¢ and non-optimal extreme point s € B — {s*} be given. Suppose s = s, and with high
probability, we have

A(S) + rad, (it (s), M'(s), T) > g(s) + rady (i(s"), MY(s").T) > "

“In this paper, “with high probability” means with probability at least 1 — 7'~¢, where ¢ > 0 is a sufficiently large constant.



where (a) follows from the concentration inequality stated in Lemma 2. Using Lemma 2 again and along with the above

inequality, we get that with high probability,
,[L(S) + 6radp(u(s), Mt (5)7 T) Z,LL(S) + 2radp(ﬂt (S)v Mt (S)v T)
>jit(s) + rad, (i (s), M"(s), T)
>p",
which implies that with high probability,
wu(s)eplogT  cplogT
M (s) Mt (s)

> (" — pu(s))/6
=A /6.

rad, (u(s), Mt(s)7 T) =

By setting y = /¢, log T/M?(s), the above inequality becomes

2 +yv/u(s) — Ag/6 > 0.

Solving it (discarding the negative part), we get

(u(s ) (2/3) s) — M(S)
2(v/uls) + (2/3)As + /(s
§ 3/ 1A,
2V + i) 6V

which implies that with high probability,
M'(s) < (36¢c, - u*log T)/AZ.

Thus, when M*(s) > (36¢, - p*log T') /A2, s* # s with high probability. This completes the proof of Lemma 5.

Step 2. By the above lemma, we show the following lemma. Let 7 be the last iterator of the first loop, i.e.,
is computed. Recall s, := argmaxycp_(s-1[s(z)/AZ], and

iterator of the last iteration of the first loop during which an st

this step is to prove the following lemma.
Lemma 6. With high probability, for any arm =z, it holds that
NI — s*(2)M"(s*) < 14 (36¢, - p*s,(x)log T)/AZ, .
Proof of Lemma 6. Let arm z be fixed. Suppose that at some iteration ¢ < 7,
NL > (36, - 1" s () log T) /A2 .

Case 1: x ¢ arg min Nt /st(y). Then, by Line 6 of the algorithm, arm z will not be pulled.
yeln] Yy y g p
Case 2: x € argmin, ¢, Ny /s'(y). If s* # s*, by the definition of s,, it holds with high probability that

M(s") =N, /s (z)
>(36¢,, - ,u*sw( )logT)/AZ.
>(36¢, - u*s'(x) log T) /A2,

which contradicts Lemma 5. Thus, in this case, with high probability, s = s*, and N! = s*(z)M*(s*).

O

7 — 1 1is the

a7

By the above two cases, we conclude that for all iterations ¢ < 7 during which Eq. (17) holds, arm x is pulled if and only

if N! = s*(x)M?*(s*) with high probability. Thus, for any ¢ < 7, with high probability,
NL — s*(x)M*(s*) < 1+ (36¢, - p*sq(2)log T)/AZ, .

The desired result follows by setting ¢ = 7. This completes the proof of Lemma 6.

O

Recall that B;(j) is the amount of resource j consumed when the first loop ends, and 77 is the number of pulls after the

end of the first loop. We write B = [B(1), B(2), ..., B(d)]T and By = [By(1), B1(2), ..., Bi(d)]T.



Step 3 is to find a useful bound of 7;. We note that the first loop of BNPA ends if and only if the cumulated resource
consumption of some resource k reaches (1 — €)B(k), i.e., there is a k € [d] such that > _, C™(k) > (1 — €)B(k). By the
definition of By (k), we have

Bi(k) > (1 - )B(k) = (1 - Tb(k). (18)
Since T} is the number of pulls till the end of the first loop, we have
Ty =M7(s*) + > [N] —s™(x)M"(s%)]. (19)
z€[n]

We also have

For all arms z, by s, € B C D,

y€[n]
which implies

- Z NI

x€[n]
-3 [)\ st ) + Ap(NT — 5 (z)MT(S*))}

z€[n]
=M Y S @A)+ Y - tm) (N7 — @) M7 ()] s (@) ()

w€[n] zen] "
T * 1 T * T *

g[M (s H%;L]W[Nm — " (z)M" (s )Hb(k). (20)

Using the above inequalities, with high probability, it holds that
(a)
(1—-e)T —Ty <By(k)/b(k)—Th
(b) T(g* T * T (¥
2B (k) [b(k)— [M7(s")+ Y (N = s* (@) M7 (s"))|

z€[n]

(g ) F o)

T€ [n]

<36cp Z A= sel@)i g4 3 1/50(2)

z€[n] x€[n]
§366p~HlogT+0(\/@), (21)

where (a) is due to Eq. (18), (b) is because of Eq. (19), (c) is by Eq. (20), and (d) follows from Lemma 6.
Step 4 is to bound the “regret” incurred during the second loop, stated in the following lemma.

Lemma 7. Let R, be the expected reward gained during the second loop. We have

LP(B — By) — Ruys = O(\/n(Hlog T + €T) - log(H log T + €T)).

Proof of Lemma 7. Let g be the first iterator of the second loop. Let 7, be the iterator of the last iteration of the second
loop during which an s’ is computed. Note that B’ = B — B;. Also, define

s’ € arg max Z ) s

seRn z€ln]
sty s(@) - Ae(j) < B'()/T',Vj € [d],
z€[n]

[Is|li <1, and s > 0,



and define 4/ := u(s’). We have LP(B — B;) = T"// + 1, which is the maximal reward of the linear relaxation of the second
loop, i.e., the “OPT,;” value of the second loop.

First, we observe that for any j € [d] and 7y < tg < 75, since s’ is the solution of Eq. (6), we have

ZZ §) < (to—70+1)- B,:F@-

t=70 x€[n]

Also, the algorithm does not stop until some resource is exhausted, which implies
Ts—To>T —1.

For any arm x € [n], by the load-balancing step, we have

Ts

Z st(x) =1 < NI=HL - N0 < TZ st(x

t=1o t=10

It follows from the above two inequalities that

LP(B — By) — Rus =LP(B — B1) — Y pa(NJ*™ = NJ?)
z€[n]
=14+ T = > pae (NI = NJ)

z€[n]

S+ + (T =D 0= > s'(@)pe

t=70 z€[n|

<2+4n+ Z {u’ - Z st(x)uw] (22)

t=T1o z€[n)

Second, for any 79 <t < 7,5, we have

S s@) [l + rad, (i, NLT)] = 37 /(@) [t + vad, (i N T)],

z€[n] z€[n]

which, by Lemma 2, implies that with probability at least 1 — O((T")~PT1),

Y s'@ie =) 8 (@) [l +rady (i, NI, T)] = Y ' (@)rad, (i, NI, T')

z€(n] z€(n] z€[n]

Applying Lemma 2 again, we get that with probability at least 1 — O((T")~P*1),

Z st (@) g > Z s'(x) i, — 3 Z x)rad, (p,, NL,T')

z€[n] z€[n]

>u' —6 Z )rad, (tiz, N1, T'). (23)
[n]



Third, by Eq. (22) and Eq. (23), we get that with probability at least 1 — O((T")~P*1),

LP(B - By) — w2<z W= s'@)pa] +O(n)
t=79 z€[n]
<GZ Z z)rad,(p,, NL, T') + O(n)
t=70 z€[n]

+ O(n)

‘ = cplogT’  cplogT’
SO NETIE
z€(n] t=To z z
NTs+1 "
[log T" l T
-0 Z/ ( 0og 0g )dﬂ
z€[n] N

=0 Z (\/(N;;*H — N7°)log T" + log? T')

z€[n]

By the fact that ), (N7
least 1 — O((T")~P*1),

— N) < T’ and the concavity of the function f(x) = \/x, we have that with probability at

Z /Nré+1 NTO <n | = N;'SJrl _ N;’o)

a:e [n]

n1’,

which implies that with probability at least 1 — O((7”)~P*1),
LP(B — By) — Ryy =0 (\/TLT’ log T" + nlog? T’)
=0(y/nT"logT")

(G)O(\/n(eT + HlogT)log(eT + HlogT)),

where (a) comes from Eq. (21).
For the rest O((T")~P*1) probability, LP(B — By) — R, is at most 7". Thus, in expectation,

— —

LP(B — By) — Ruys =O(\/n(eT + Hlog T)log(eT + HlogT)) + T - O((T")~P*1)
=O(y/n(eT + Hlog T)log(eT + HlogT)).

This completes the proof of Lemma 7. O

Step 5. In this step, we show several inequalities. We suppose that after the first loop, the learner did not do the second
loop, but for each arm z € [n], pulled each arm y # x for

[s2(y)(Ng — 8™ (2) M7 (s"))/52(2)]

times. That is, under this assumption, each arm y would be pulled for

TxFy Sz (37)

extra times. We call these pulls as extra pulls.
We also define

Tyi=M7(s") + ) [ ! (N; —s*(m)MT(s*))}, 24)

z€[n]

which will be used to bound the “regret” incurred during the first loop.



Let b = [b(1),5(2), ..., b(d)]T. We get the first inequality: for any j € [d],

cety °=( v
- [mez[n] NIM()] + [%ZM i V= @) y;sx(ymoﬂ
= M7(s") ZH 5" (@) Aal) + 2{:} NI = 8" (@) M7 ()] M) + L%% 7 V= @) > s (40 (5)]
= M"(s") ZH s @Aa(d) + Z[j} o N~ @) e)] Z[j] 52 (1) () |
< MTEG) + Y oy IV = 7 @) M7 50)
< Ty b(j). o (25)

Thus, if at time 7 (i.e., after the first loop), for each arm x, we pulled each arm y # x for [s,(y)(NT — s*(2) M7 (s*)) /s ()]
times, the extra amount of resource j consumed would be no more than [T5b(j) — B1(j)] for any j € [d]. Let Rw/1 be the

expected reward gained from these extra pulls, i.e.,

Fup= S — INT =5 (@M Y sy, (26)

sepg %) e
which, by Eq. (25), implies the second inequality:

Ruy <LP(Tyb — By). Q27)

-

With T5b(j) budgets for each resource j, the maximal expected reward gain by an optimal algorithm is LP(7T5b) = 1+ Tou*.
The third inequality is that with high probability,

Top* — Ruy — Ruy =Top* — Z {Ngﬂw} B Z [s tx) Nz = s (@) M7 (s")] Z sw(y),uy}
zeln] wefn] 7 vre
:TQ,U/* _ MT(S*) Z 8*<-'I/')//6w _ Z |:(N; — S*($>MT(S*)>1U%1|
z€[n] z€[n]

_ Z [ ! [N;—s*(x)MT(S*)]ZSx(y)My}
z€n]

S (x) y#T

=Tt =M = 3 [ IV - @) )
z€[n] ®
(@) 1

s0(2)

M) (- )+ Y [

z€[n]

(V] — s*<x>MT<s*>>} (W = ulss)

-y Ll (NT — s*(x)MT(S*))} A,

o€ ()

(®) .
<36, Y K logT+ Y 1/s.()
z€[

z€[n] Se
=36¢,G log T + Z 1/5.(x)
z€(n]

=0(GlogT), (28)

n]

where (a) is due to the definition of 75 stated in (24), and (b) is due to Lemma 6.



The fourth inequality that we want to show is

M7 (s )" = " (@) M7 (s ) < > NI

z€[n] z€[n]
<LP(B,) < 1+LP((1— €)Th)
<1+ (1 —-eTp". (29)

Step 6. We prove the regret for € > (36¢,H logT)/T. In this case, by Lemma 6 and Eq. (29), with high probability, we
have

Top =M (s + > | (N = 5" (@)M7(s")) "
z€[n

sz(2)
<M7(s*)p* + 36¢cp,u™Hlog T + o(+/log T')
<(1—e)Tu* + eTp* + o(+/logT)

<Tup* 4 o(+/logT).

Then, by Eq. (27) and the sub-additivity of LP(-), we get

—

R + (T — To)p* <LP(Tob — By) + LP(B(T — T3)™)
<LP(B — B)). (30)
Thus, we have

OPT, — R, =1+ Tu* — Ry — Ruo

=1+ (Tzﬂ* — Ry — Rw/1 + (Riwg + (T = Ta)p”* *R7w2)

—

(%)O(GlogTH( LP(B ~ By) ~ Ru)

(b)
<O(GlogT) + O(\/n(eT + Hlog T)log(eT + HlogT)), 31

where (a) is due to Eq. (28) and Eq. (30), and (b) follows from Lemma 7.
When € > (36¢c,H logT)/T and ¢ = O((H logT)/T'), we get that the regret is at most

O(GlogT + \/H log Tlog(H logT)).

Step 7. We prove the regret for ¢ < (36¢,H logT)/T. If T, < T, then we can follow the same steps as in Eq. (31) to get
the same regret as Eq. (31). Thus, we only consider the case where T, > T
First, by the definition of 75 and Lemma 6, we have that with high probability,

Top™ =M7(s")p" + Z [ ( . 5*($)MT(S*>)}M*

S TL

<M7(s*)pu* + 36cp,u™ Hlog T + o(+/log T')

e

Then, Eq. (29) states that
M7 (%) < LP(By).
which, by the sub-additivity of LP(-), implies
LP(T3b — By) <Tpp* — LP(B;)
<36¢,u* Hlog T + o(y/log T).
Third, for any j € [d], we have B1(j) < (1 — €)B(j) + 1, which, by Lemma 7, implies

Rus >LP(B — By) — O(y/n(H1log T + T') log(H log T + €T))
>LP(eTh) — O(v/n(Hlog T + €T) log(H log T + €T))
>eTu* — O(\/nHlog Tlog(H log T)), (32)

where the last inequality comes from the assumption that € < (36¢,H logT')/T.



Finally, we conclude that

OPT,, — R, =1+ T/,L* - wal - E2
=1+ (T’ = Ry = Ry ) + (R + (T = To)u” — Rz

(a) I .
SO(GlogT) + (LP(TSE — By) — (Ty ~ )" — R

(b) - o S
SO(GIOgT) + LP(TQb - Bl) - sz
<O(GlogT) + (36c,Hlog T — €T)u* + O(y/nHlog T log(H log T)),

where (a) is due to Eq. (27) and Eq. (28), (b) is due to the assumption that 75 > 7', and (c) is due to Eq. (32). This proves
the regret upper bound when e < (36¢,H logT)/T.
Combine Steps 6 and 7, and the proof of Theorem 3 is complete. [

C. Proof of Theorem 4
Theorem 4. Replace Line 5 of BNPA with Eq (7), and the expected regret of the new version BNPA-v2 is at most
O(dGlog T + \/n(eT + dH log T) log(eT + dH log T))
+ 1 (36c,dH log T — €T') "
If (36c,dH1ogT)/T < e = O((36¢,dH logT)/T), the regret is at most
O(dGlog T + v/ndH log T log(dH log T)).

Proof.. The key to prove the regret is to show an inequality, and the rest of the proof is the same as the proof of Theorem 4.
Let an extreme point s in B and time ¢ be given. Since there are d types of resources, we have ||s||p < d, i.e., there are at
most d arms x such that s(x) > 0. We denote these arms by 1, zs, ..., 4,, Where d; = ||s||o has 1 < d; < d. Also, by the
definition of M*(s), for any i € [d1], N} > s(x;)M"(s). We then use these two facts to show the desired inequality.
We observe that /

and

S sty R < O stoy s
s(x; 7;’ < s(x; : xit
’iG[dl] N’E'L iE[d1] S(gjl)M (S)

()i,
“ 2\

1€[d1]
(i)d T Diciay S(@i)itt,
> a1 Mt(s)
dpit(s)
Mt(s)’

where (a) is due to Jensen’s inequality. Thus, we have

it logT logT
5 st 1= T
ieldi] i€[d1] ‘ '

cpfit(s)logT  cplogT
T\ Mi(s)/d - Mi(s)/d
=rad, (' (s), M'(s)/d, T). (33)

By Eq. (33) and similar steps as in the proof of Theorem 3, we can show that in the first loop, for any non-optimal
extreme point s, if M*(s)/d > (36¢c, - p*logT)/AZ2, then with high probability s’ # s. Also, we can prove that for any
arm z, with high probability, N — s*(2)M7(s*) < 1+ (36¢c, - du*s,(x)logT)/A2 . It follows that with high probability,
(1—€)T —(T1 — 1) < 36¢, - dHlog T + o(\/log T). The rest of the proof is the same as that of Theorem 3 by substituting
G with dG and H with dH. O




D. Proof of Eq. (10)
Lemma 8. Let X be a random variable taking values in [0,1] and = EX. For any t € R, we have
E[e'™*] < p(e! — 1) + 1.
Proof. Define a function f(-) such that for any ¢ € R,
F() = B[] — p(e! = 1) — 1.
We have
f'(t) = E[Xe™] - pe',
and
F(t) = E[X%X] — piet.
Case 1: For t > 0, since X € [0, 1] almost surely and p = EX, we have that
f(t) < E[X?%'] - E[X]e! = ¢'E[X? — X] < 0.

Thus, for ¢t > 0, we have f'(¢t) < f’(0) = 0, which implies f(¢) < f(0) =0 for t > 0.

Case 2: For t < 0, we have

F'(t) =2 E[Xe"] — pe’ = 0.

Thus, for t <0, f(t) < f(0) =

The desired result follows by combining these two cases. O
E. Sub-Additivity of LP(-)
Lemma 9 (Sub-additivity of LP(-)). For all 31, 3> € R%, we have LP(3,) + LP(B2) < LP(3, + B5).
Proof. We recall the definition of LP(-):

LP(f) = Z §(@) s
z€[n]

s.t. Z &(x < B(j),Vj € [d],

z€[n]

§(x) 20, V€ ln].

Let & = [£1(1),&(2),...,&(n)]T be a maximizer of LP(§1), and let & = [£2(1),&2(2),...,&(n)] T be a maximizer of
LP(f,). We have that for any j € [d],

Z & ()X (4) < B1(j), and Y &o( < B2(7),
z€[n]
which implies
Y (E@) + E(2)Aa(h) < Bi(d) + (i),
z€[n]

and the sub-additivity of LP(-) follows from the definition of LP(-). This completes the proof of Lemma 9. O



